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Motivation

V.E. Zakharov (SAPM, 2009): Turbulence in Integrable systems.

I Mathematically: theory of integrable nonlinear PDEs with random initial
or boundary conditions.

I 1D conservative models. No vortices or cascades, sorry! No
thermalisation either...

I Solitons and breathers are “particles” of integrable dispersive
hydrodynamics.

I Hence the interest in soliton/breather gases—statistical ensembles of
interacting solitons/breathers—a particular case of integrable turbulence.
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Example 1. Soliton gas in viscous fluid conduits

I interfacial dynamics of two immiscible buoyant viscous fluids;

I conduit equation: At + (A2)z − (A2(A−1At)z)z = 0.

I non-integrable, but soliton collisions are nearly elastic
(Lowman, Hoefer and El, JFM 2014)

Soliton gas is created by a random input profile at nozzle

(Experiment at the Dispersive Hydrodynamics Laboratory at the University of Colorado,

Boulder; M. Hoefer and M. Maiden)

DSW Experiment:  Viscous Fluid Conduit
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Example 2: Shallow-water soliton gas

 

Experimental Evidence of a Hydrodynamic Soliton Gas

Ivan Redor,1 Eric Barthélemy,1 Hervé Michallet,1 Miguel Onorato,2 and Nicolas Mordant1,*
1Laboratoire des Ecoulements Geophysiques et Industriels, Universite Grenoble Alpes, CNRS,

Grenoble-INP, F-38000 Grenoble, France
2Dipartimento di Fisica, Università di Torino and INFN, 10125 Torino, Italy

(Received 29 November 2018; published 29 May 2019)

We report on an experimental realization of a bidirectional soliton gas in a 34-m-long wave flume in a
shallow water regime. We take advantage of the fission of a sinusoidal wave to continuously inject solitons
that propagate along the tank, back and forth. Despite the unavoidable damping, solitons retain their profile
adiabatically, while decaying. The outcome is the formation of a stationary state characterized by a dense
soliton gas whose statistical properties are well described by a pure integrable dynamics. The basic
ingredient in the gas, i.e., the two-soliton interaction, is studied in detail and compared favorably with the
analytical solutions of the Kaup-Boussinesq integrable equation. High resolution space-time measurements
of the surface elevation in the wave flume provide a unique tool for studying experimentally the whole
spectrum of excitations.

DOI: 10.1103/PhysRevLett.122.214502

In 1965 Zabusky and Kruskal coined the word “soliton”
to characterize two pulses that “shortly after the inter-
action, they reappear virtually unaffected in size or
shape” [1]. This property, which makes solitons fascinat-
ing objects, is a common feature of solutions of integrable
equations, such as, for example, the celebrated Korteweg–
de Vries (KdV) equation that describes long waves in
dispersive media, or the nonlinear Shrödinger equation,
suitable for describing cubic nonlinear, narrow-band
processes. Those equations find applications in many
fields of physics, such as nonlinear optics, water waves,
plasma waves, condensed matter, etc. [2]. In analogy to a
gas of interacting particles described mesoscopically by
the classical Boltzmann equation, in the presence of a
large number of interacting solitons, Zakharov in 1971
derived a kinetic equation for the velocity distribution
function of solitons [3]; see also Refs. [4–6]. Some of the
theoretical predictions have been confirmed via numerical
simulations of the KdV equation in Ref. [7]. The wave
counterpart of the particlelike interpretation of solitons
is known as “integrable wave turbulence”; such a concept
was introduced more recently by Zakharov [8]. The major
question in this field is again the understanding of the
statistical properties of an interacting ensemble of non-
linear waves, described by integrable equations, in the
presence or not of randomness; the latter may arise from
initial conditions which evolve under the coaction of
linear and nonlinear effects [9–17]. In contrast to many
nonintegrable closed wave systems that reach a thermal-
ized state characterized by the equipartition of energy
among the degrees of freedom (Fourier modes) [18,19],
integrable equations are characterized by an infinite
number of conserved quantities and their dynamics is

confined on special surfaces in the phase space. This
prevents the phenomenon of classical thermalization and
it opens up the fundamental quest of what is the large time
state of integrable systems for a given class of initial
conditions. So far the question has no answer and, apart
from recent theoretical approaches [20,21], most of the
results on the KdV problem rely on numerical simula-
tions; see, e.g., Refs. [7,16,22,23]. Soliton gas has been
extensively observed in optics (see, e.g., Refs. [24,25]),
while experimental evidence in a hydrodynamic context is
scarce. In Ref. [26] it has been claimed that the low
frequency component of sea surface elevations measured
in the Currituck Sound (NC, USA) behave as a dense
soliton gas, displaying a power law energy spectrum with
exponent equal to −1; another approach is described in
Ref. [27], where the soliton content in laboratory shallow
water wind waves is estimated.
In this Letter we describe a unique experiment that is

designed to build and monitor a hydrodynamic soliton
gas in a laboratory. We focus on shallow water gravity
waves where the dynamics is described to leading order
in nonlinearity and dispersion by the KdV equation.
In planning the experiment, many issues had to be faced.
The main one is that dissipation is present in any
experimental setup; thus, the integrable equations cannot
describe experiments over long timescales. In order to
reach a stationary regime, energy must be injected by a
forcing device. These two features, dissipation and forc-
ing, are clearly at odds with the integrable turbulence
framework. Therefore, is it possible to produce in the
laboratory a soliton gas described in statistical terms by
integrable turbulence? Answering this question positively
in laboratory experiments would strongly support the

PHYSICAL REVIEW LETTERS 122, 214502 (2019)
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Example 3: Breather gas in the ocean (NLS)

Ocean Dynamics
https://doi.org/10.1007/s10236-018-1232-y

Highly nonlinear wind waves in Currituck Sound: dense breather
turbulence in random ocean waves

Alfred R. Osborne1 ·Donald T. Resio2 · Andrea Costa3,4 · Sonia Ponce de León5 · Elisabetta Chirivı̀6

Received: 21 May 2018 / Accepted: 23 October 2018
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Abstract
We analyze surface wave data taken in Currituck Sound, North Carolina, during a storm on 4 February 2002. Our focus
is on the application of nonlinear Fourier analysis (NLFA) methods (Osborne 2010) to analyze the data set: The approach
spectrally decomposes a nonlinear wave field into sine waves, Stokes waves, and phase-locked Stokes waves otherwise known
as breather trains. Breathers are nonlinear beats, or packets which “breathe” up and down smoothly over cycle times of
minutes to hours. The maximum amplitudes of the packets during the cycle have a largest central wave whose properties are
often associated with the study of “rogue waves.” The mathematical physics of the nonlinear Schrödinger (NLS) equation is
assumed and the methods of algebraic geometry are applied to give the nonlinear spectral representation. The distinguishing
characteristic of the NLFA method is its ability to spectrally decompose a time series into its nonlinear coherent structures
(Stokes waves and breathers) rather than just sine waves. This is done by the implementation of multidimensional, quasi-
periodic Fourier series, rather than ordinary Fourier series. To determine preliminary estimates of nonlinearity, we use the
significant wave height Hs , the peak period Tp, and the length of the time series T . The time series analyzed here have 8192
points and T =1677.72 s = 27.96 min. Near the peak of the storm, we find Hs ≈ 0.55 m, Tp ≈ 2.4 s so that for the wave
steepness of a near Gaussian process, S = (π5/2/g

)
Hs/T 2

p , we find S ≈ 0.17, quite high for ocean waves. Likewise, we
estimate the Benjamin-Feir (BF) parameter for a near Gaussian process, IBF = (π5/2/g

)
HsT/T 3

p , and we find IBF ≈ 119.
Since the BF parameter describes the nonlinear behavior of the modulational instability, leading to the formation of breather
packets in a measured wave train, we find the IBF for these storm waves to be a surprisingly high number. This is because
IBF , as derived here, roughly estimates the number of breather trains in a near Gaussian time series. The BF parameter
suggests that there are roughly 119 breather trains in a time series of length 28 min near the peak of the storm, meaning
that we would have average breather packets of about 14 s each with about 5-6 waves in each packet. Can these surprising
results, estimated from simple parameters, be true from the point of view of the complex nonlinear wave dynamics of the BF
instability and the NLS equation? We analyze the data set with the NLFA to verify, from a nonlinear spectral point of view,
the presence of large numbers of breather trains and we determine many of their properties, including the rise time for the
breathers to grow to their maximum amplitudes from a quiescent initial state. Energetically, about 95% of the NLFA compo-
nents are found to consist of breather trains; the remaining small amplitude components are sine and Stokes waves. The presence
of a large number of densely packed breather trains suggests an interpretation of the data in terms of breather turbulence,
highly nonlinear integrable turbulence theoretically predicted for the NLS equation, providing an interesting paradigm for
the nonlinear wave motion, in contrast to the random phase Gaussian approximation often considered in the analysis of data.

Keywords Extreme ocean waves · Nonlinear waves · Stokes waves · Breather packets · Solitons · Nonlinear stochastic
processes · Nonlinear Schrödinger equation · Riemann theta functions

Responsible Editor: Jose-Henrique Alves

This article is part of the Topical Collection on the 15th International
Workshop on Wave Hindcasting and Forecasting in Liverpool, UK,
September 10-15, 2017

� Alfred R. Osborne
alosborne@protonmail.com
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1 Introduction

It is well known that random ocean waves are character-
ized to linear order by the Fourier transform for which one
has a linear superposition of sine waves with random, uni-
formly distributed Fourier phases. The central limit theorem
tells us that such a stochastic process has a Gaussian den-
sity function for the wave amplitudes. Furthermore, for a

Ocean Dynamics

Fig. 17 Time series of 8192 points from Currituck Sound at 21:00 on
4 February 2002. The length of the time series is 1677.72 s = 27.962
min and the discretization interval is 0.2048 s. The standard deviation
is σ = 13.7 cm, the significant wave height is Hs = 4σ = 54.7
cm, the peak period is Tp = 2.51 s (spectral average over 9 probes)

and the zero crossing period is Tz = 2.38 s, giving 705 zero crossing
waves. The blue horizontal lines correspond to the number of standard
deviations above and below the zero mean. The largest measured wave
amplitude is 86 cm (over six standard deviations tall) and the largest
wave height (the same wave) is 114 cm, which corresponds to 2.08Hs

near the peak of the storm and was chosen because it has the
largest measured wave height of 114 cm during the storm.

Figure 17 shows the time series analyzed with the various
methods in this paper. To get a measure of the nonlinear
behavior in this time series, we have placed horizontal blue
lines that are spaced by a single standard deviation σ , both
above and below the zero mean. For crests, we have marked
up to over 6σ on the graph and for the troughs, we have
labeled down to nearly −3σ . The largest crest rises to
86 cm, which is 6.3σ . The up-crossing trough just to the
left of this peak extends downward to −0.28 m. The actual
height of this wave is 114 cm. An expanded view of the
wave is shown in Fig.19.

In the time series of Fig. 17, there are a total of 36 wave
crests above 3σ , 3 crests above 4σ , and 1 crest above 5σ

and 6σ , all suggesting non Gaussian behavior. The fact that
there are 6 pairs of crests above 3σ and 2 triples above 4σ ,

Fig. 18 Histogram of positive wave amplitudes (normalized by the
standard deviation) compared to a Gaussian probability density
function for the Currituck Sound time series at 21:00 on 4 February
2002. Statistics were obtained from all nine probes (12,288 points
in each time series) in the instrument array, with a total of 110,592
amplitudes included in the histogram, of which only the positive values
are shown

suggests that the large waves are correlated and related to
nonlinear packet formation dynamics.

A histogram of the probability density for the positive
wave amplitudes is given in Fig. 18, where the Gaussian
density function is shown as a solid line. Waves from
the 9 probes of the entire array were included in the
histogram. We see that there is a substantial tail to the
data, considerably above the Gaussian density for wave
amplitude/σ greater than about 2.5. An exploded view of the
time series about the largest wave is shown in Fig. 19. This
wave, due to its very high crest, provides a startling contrast
to the other lower waves in the time series. The height of
this wave is 2.09 Hs .

Figure 20 shows the measured time series after the low
frequency part of the signal has been removed by a high-
pass filter. This is consistent with Costa et al. (2014) who
argued that the low frequency power law f −1 in Fig. 4 can
be interpreted as soliton turbulence. While this component
of the wave train has been evidently driven energetically by
the high frequency waves near the peak of the spectrum,
we note that these low frequency waves are small and
the energetics of the spectrum are governed by the region
around the peak of the spectrum where the dynamics are
governed to leading order by the NLS equation. Figure 4
shows the relevant physical parameters of the spectrum,
including the peak frequency, the region of relevance at low
frequency for the KdV equation and the frequency band
about the peak of the spectrum appropriate for the dynamics
of the NLS equation. After removing the low frequency
content, we note from Fig. 20 that the highest crests have
been reduced in amplitude by a few percent and the troughs
have been deepened slightly. For example, the largest wave
crest is reduced from 85 to 73 cm and the associated trough
has been reduced from −27 to −38 cm as indicated in the
figure. Thus, the height of the largest wave has been reduced
from 114 to 111 cm by the high pass filtering operation.
These details are more easily seen in the exploded view of
the largest wave shown in Fig. 21. After having removed
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Outline of the talk

I Kinetic equation for soliton gas: an elementary construction

I Finite-gap potentials and nonlinear dispersion relations

I Thermodynamic limit and the equation of state of breather/soliton gas

I Ideal soliton/breather gas and soliton condensate

I Kinetic equation for breather/soliton gas and particular solutions
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Soliton gas: an elementary construction
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Rarefied gas of KdV solitons (Zakharov, JETP 1971)

Starting point: N-soliton solution uN(x , t) of the KdV equation

ut + 6uux + uxxx = 0 .

If solitons are sufficiently separated, then uN can be locally approximated by a

superposition of N single KdV solitons. Consider a random process:

u∞ =
∞∑
i=1

2η2
i sech

2[ηi (x − 4η2
i t − xi )],

characterised by two distributions:

1. Spectral distribution function (density of states) f (η): the number of
solitons with ηi ∈ [η0, η0 + dη] per unit interval of x is f (η0)dη.

2. Poisson distribution for xi ∈ R with small density
∫
f (η)dη � 1.

Properties of soliton collisions
I Isospectrality (dηi/dt = 0) =⇒ elastic collisions;

I Phase shifts.
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Phase (position) shifts

I Solitons interact pairwise (multi-particle effects are absent);

I Each collision gives rise to phase shifts of the interacting solitons.
t

2η

1η

2η

1η

x

Dominant 
interaction 
region 

For a two-soliton collision with η1 > η2 the phase shifts as t → +∞ are

δ1 =
1
η1

ln

(
η1 + η2

η1 − η2

)
, δ2 = − 1

η2
ln

(
η1 + η2

η1 − η2

)
.
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Kinetic equation for a rarified soliton gas (Zakharov, JETP 1971)

f
0
= 0.048; η

1
= 0.65; η
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= 0.30
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I Let η ∈ [0, 1] and ρ =
∫ 1
0 f (η)dη � 1. Then the speed of a “trial”

η-soliton in a soliton gas with the distribution function f (η):

s(η) = 4η2 +
1
η

∫ 1

0
ln

∣∣∣∣η + µ

η − µ

∣∣∣∣ f (µ)[4η2 − 4µ2]dµ+ o(ρ) (1)

I Consider now a spatially non-homogeneous soliton gas. Assume

f (η) ≡ f (η; x , t) , s(η) ≡ s(η; x , t); ∆x ,∆t � 1.

Then isospectrality of the KdV dynamics implies:

ft + (sf )x = 0 , (2)

I Equations (2), (1) form the kinetic equation for a rarefied soliton gas.
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Kinetic equation for a dense soliton gas: KdV

Kinetic equation for a dense KdV soliton gas as the thermodynamic limit of the
KdV-Whitham modulation equations (El, Phys Lett A, 2003)

ft + (fs)x = 0, (3)

s(η) = 4η2 +
1
η

1∫
0

ln

∣∣∣∣η + µ

η − µ

∣∣∣∣f (µ)[s(η)− s(µ)]dµ. (4)

I A nonlinear integro-differential equation

I Suggests a general recipe for the construction of soliton kinetic equations
for other integrable PDEs via the phase-shift kernel (El and Kamchatnov, PRL

2005). (Watch out for the talk of T. Congy!)

I Recently derived from a completely different perspective for quantum
many-body integrable systems (B. Doyon et. al. PRL (2018) . . . )
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Spectral theory of breather/soliton gas

in the focusing NLS equation
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Spectral theory of soliton/breather gas: High Level Description

I Kinematic theory of linear dispersive waves (Whitham)
ψ ∼ a(x , t)e iθ(x,t), k = θx , ω = θt

kt = ωx ; ω = ω0(k)

I An analogue for n-phase nonlinear waves ψ = Ψ(θ1, . . . , θn):

kt = ωx ; k = (k1, . . . , kn), ω = (ω1, . . . , ωn).

Nonlinear dispersion relations:

k = K(Σn), ω = Ω(Σn),

where Σn is the "nonlinear Fourier” (IST) band spectrum.

I For a special "thermodynamic" scaling of Σn, the limit n→∞ yields the
kinetic equation for the density of states u(η, x , t)

ut + (us)x = 0, s(η, x , t) = F [u(η, x , t)],

where η ∈ C, and the functional F specifies the "equation of state" for a
soliton (breather) gas.
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Focusing NLS equation: spectral problem

iψt + ψxx + 2|ψ|2ψ = 0 .

The IST method (Zakharov and Shabat 1972) links the NLS time evolution
with the time evolution of the scattering data of the linear ZS equation(

∂x + iλ −ψ(x , t)
−ψ∗(x , t) ∂x − iλ

)
Y = L(x)Y = 0,

where ψ(x , t) is the NLS solution, λ ∈ C is the spectral parameter,
Y = Y (x , t, λ) ∈ C2.

The spectrum of ψ: Σ(ψ) = {λ ∈ C|L(x)Y = 0, |Y | <∞ ∀x}
I Decaying potentials: the spectrum Σ(ψ) generally has two components:

discrete (solitons) and continuous (dispersive radiation).

I Finite-band (finite-gap) potentials ψn: Σn(ψ) = ∪n
i=0γi .

— Multi-phase periodic or quasiperiodic solutions.

ψn = Ψ(θ1, . . . , θn), Ψ(. . . , θj + 2π, . . . ) = Ψ(. . . , θj + 2π, . . . ).

θj = kjx + ωj + θ
(0)
j

—Solitons and breathers are some limiting cases of finite-gap potentials
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Emergence of finite-gap solutions in semi-classical evolution

iεψt +
ε2

2
ψxx + 2|ψ|2ψ = 0, ε� 1.

a) b)

El, Khamis and Tovbis, Nonlinearity (2016)

I The solution is locally approximated by finite-gap potentials ψn.

I The genus (the number of nonlinear oscillatory modes n) increases with
time.

I Soliton gas at t � 1.
Optics experiment: G. Marcucci et al, Nature Comm. (2019)
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Spectral portraits of NLS solitons and “standard” breathers

IST spectral parameter ξ ∈ C

(a) (b)

(c) (d)
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I (a) fundamental soliton

ψS(x , t) = 2ib sech[2b(x + 4at − x0)]e−2i(ax+2(a2−b2)t)+iφ0 .

(b) Akhmediev breather; (c) Peregrine soliton;
(d) Kuznetsov-Ma breather.
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Tajiri-Watanabe (TW) breather

Two velocities associated with the TW breather

cg = −2=[λR0(λ)]

=R0(λ)
≡ sTW (λ), cp = −2<[λR0(λ)]

<R0(λ)
,

where R0(λ) =
√
λ2 + q2.

I Akhmediev, Kuznetsov-Ma and Peregrine breathers are particular cases of
the TW breather with the double points λ, λ of the spectrum located on
the imaginary axis.

Fundamental solitons (TW breathers) are the “particles” in a soliton
(breather) gas.
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Breather gas examples: “Akhmediev-like” and “Peregrine-like” gases
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Finte-Gap NLS solutions

and Nonlinear Dispersion Relations
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Finite-gap NLS solutions: basic configuration
I Focusing NLS iψt + ψxx + 2|ψ|2ψ = 0,
I Finite-gap solutions ψn live on a hyperelliptic genus n Riemann surface of

R(z) =
n∏

j=0

(z − αj)
1/2(z − ᾱj)

1/2, αj = aj + ibj , bj > 0,

z ∈ C: the spectral parameter in the Zakharov-Shabat scattering problem.
I Assume even genus n = 2N, N ∈ N.
I Let all bands lie on a 1D Schwarz-symmetrical curve Γ.

4

at z =∞ on both sheets, and defined by

dp = 1 +O(z−2), dq = 4z +O(z−2) [is that so?]
(6)

near z =∞ on the main sheet respectively and the nor-
malization conditions requiring that all the periods of
dp, dq are real (real normalized differentials).

<z

Aj

γj

γ0

Bj

B−j

A−j
γ−j

γ1Γ

γ−1

Figure 3: CHECK! A system of the Aj and Bj cycles and the

associated fundamental wavenumbers kj and k̃j respectively.

The proof that kj , k̃j , ω, ω̃ defined by (4), (5) are
indeed wavenumbers and frequencies of the finite-gap so-
lution associated with the spectral surface R of (2) can
be found in the Appendix. We notice that the contours
Aj , |j| = 1, · · · , N , and −Bj , B−j , j = 1, . . . , N , where

B−j = ∪−jk=−NCk, form a set (homology basis) of A and
B cycles Aj , Bj , respectively of the Riemann surface
R with the branchcuts along γj , |j| = 0, 1, . . . , N . We
shall call the special set of wavenumbers and frequen-
cies defined by (4) and (5) the fundamental wavenumber-
frequency set.

Let us now introduce two new quantities

ηj =
1

2
(α2j + α2j+1), δj =

1

2
(α2j − α2j+1), (7)

where j = 1, . . . , N and α2N+1 = α1. We shall call the
point ηj the center of the j-th band γj and 2|δj | the j-th
band width. In the lower half plane, we denote η−j = η̄j
and δ−j = δ̄j . We also denote the point of intersection
of γ with the real axis as η0 and δ0 = =α1.

The wavenumbers and frequencies defined by (4) and
(5) are of somewhat different nature. Indeed, they are
distinguished by the following property:

α2i+1, α2j → ηj =⇒ kj , ωj → 0, k̃j , ω̃j = O(1), (8)

where j = 1, · · · , N.
In particular, for N = 1 (genus 2), the limit (8) (k1 →

0, ω1 → 0) with a non-zero band γ0 (i.e. α0 6= α0) cor-
responds to the breather limit of the corresponding two

phase nonlinear wave solution. The remaining wavenum-
ber and frequency k̃1 = O(1), ω̃1 = O(1) correspond to
the “carrier” wave of the TW breather (see Fig. 2). Mo-
tivated by these properties for N = 1 we shall call the
components kj , ωj of the wavenumber and the frequency
vectors k and ω the solitonic components and the com-
ponents k̃j , ω̃j—the carrier components.

It is instructive to characterize the limiting transitions
from the TW breather to the AB, KM and PS in terms
of appropriate limits of the fundamental wavenumber-
frequency set. This will enable us later to identify special
cases of a breather gas as, say, PS gas or AB gas. The
limiting transitions to standard breathers are achieved in
the following ways (assuming α0 6= α0):

TW→ AB : k1 → 0, ω1 → 0, ω̃1 → 0, k̃1 = O(1). (9)

TW→ KM : k1 → 0, ω1 → 0, ω̃1 = O(1), k̃1 → 0.
(10)

TW→ PS : k1 → 0, ω1 → 0, ω̃1 → 0, k̃1 → 0. (11)

The key role in our construction of a breather gas is
played by the nonlinear dispersion relations for finite-gap
NLS solutions. In the linear wave theory, dispersion rela-
tion connects the frequency of the linearised mode with
its wavenumber. For nonlinear waves, these relations are
more complicated, involving other parameters such the
mean, the amplitude etc. [? ].

One can show that the solitonic components (4) of the
wavenumber and frequency vectors of the finite-gap solu-
tion satisfy the matrix nonlinear dispersion relation (see
Appendix for the proof)

N∑

|m|=1

km=
∮

Bm

Pj(ζ)dζ

R(ζ)
= π<κj,1,

N∑

|m|=1

ωm=
∮

Bm

Pj(ζ)dζ

R(ζ)
= 2π<(κj,1

2N+1∑

k=1

<αk + κj,2),

|j| = 1, . . . , N, (12)

where

Pj(z) = κj,1z2N−1 + κj,2z2M−2 + · · ·+ κj,2N (13)

and κi,j are the coefficients of the normalized holomor-
phic differentials wj defined by:

wj = [Pj(z)/R(z)]dz,

∮

Ai

wj = δij , i, j = 1, . . . , N.

(14)
Similar matrix nonlinear dispersion relation exists for

the carrier components k̃n and ω̃n (5) of vectors k and
ω. As they do not play any role in the derivations of this
paper we don’t present them here. We also note that the

I Exceptional (Stokes) band γ0 and regular (“solitonic”) bands γ±j ,
j = 1, . . . ,N. Can have several Stokes bands.

I Transition to an odd genus n via closing the Stokes band γ0
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Wavenumbers and frequencies

I Introduce a special wavenumber-frequency set:

k = (k1, . . . , kN , k̃1, . . . , k̃N), ω = (ω1, . . . , ωN , ω̃1, . . . , ω̃N)

I Contrasting behaviours for “solitonic” (kj , ωj) and “carrier” (k̃j , ω̃j)
components:

Soliton/breather limit: collapse a band into a double point:

α2j → α2j+1 (|γj | → 0)

=⇒

kj , ωj → 0, k̃j , ω̃j = O(1)

A soliton (breather) on the finite-gap potential background.
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Nonlinear dispersion relations for finite-gap NLS solutions

For solitonic components of k, ω we obtain nonlinear dispersion relations
kj = kj(α), ωj = ωj(α) (cf. Flaschka, Forest, McLaughlin CPAM, (1982) for KdV):

N∑
|m|=1

km=
∮

Bm

Pj(ζ)dζ

R(ζ)
= π<κj,1,

N∑
|m|=1

ωm=
∮

Bm

Pj(ζ)dζ

R(ζ)
= 2π<(κj,1

2N+1∑
k=1

<αk + κj,2),

|j | = 1, . . . ,N,

where
Pj(z) = κj,1z

2N−1 + κj,2z
2M−2 + · · ·+ κj,2N

R(z) =
N∏
|j|=0

(z − α2j)
1/2(z − α2j+1)1/2

and κi,j are the coefficients of the normalised holomorphic differentials:

wj = [Pj(z)/R(z)]dz ,

∮
Ai

wj = δij , i , j = 1, . . . ,N.

Similar nonlinear dispersion relations exist for the carrier components k̃i and ω̃i .
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Thermodynamic limit of finite-gap solutions

(Soliton/Breather gas)
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Thermodynamic limit

We are interested in a special, large N limit so that ∀kj → 0 but
lim

N→∞

∑N
j=1 kj = O(1) — the thermodynamic limit

4

at z =∞ on both sheets, and defined by

dp = 1 +O(z−2), dq = 4z +O(z−2) [is that so?]
(6)

near z =∞ on the main sheet respectively and the nor-
malization conditions requiring that all the periods of
dp, dq are real (real normalized differentials).

<z

Aj

γj

γ0

Bj

B−j

A−j
γ−j

γ1Γ

γ−1

Figure 3: CHECK! A system of the Aj and Bj cycles and the

associated fundamental wavenumbers kj and k̃j respectively.

The proof that kj , k̃j , ω, ω̃ defined by (4), (5) are
indeed wavenumbers and frequencies of the finite-gap so-
lution associated with the spectral surface R of (2) can
be found in the Appendix. We notice that the contours
Aj , |j| = 1, · · · , N , and −Bj , B−j , j = 1, . . . , N , where

B−j = ∪−jk=−NCk, form a set (homology basis) of A and
B cycles Aj , Bj , respectively of the Riemann surface
R with the branchcuts along γj , |j| = 0, 1, . . . , N . We
shall call the special set of wavenumbers and frequen-
cies defined by (4) and (5) the fundamental wavenumber-
frequency set.

Let us now introduce two new quantities

ηj =
1

2
(α2j + α2j+1), δj =

1

2
(α2j − α2j+1), (7)

where j = 1, . . . , N and α2N+1 = α1. We shall call the
point ηj the center of the j-th band γj and 2|δj | the j-th
band width. In the lower half plane, we denote η−j = η̄j
and δ−j = δ̄j . We also denote the point of intersection
of γ with the real axis as η0 and δ0 = =α1.

The wavenumbers and frequencies defined by (4) and
(5) are of somewhat different nature. Indeed, they are
distinguished by the following property:

α2i+1, α2j → ηj =⇒ kj , ωj → 0, k̃j , ω̃j = O(1), (8)

where j = 1, · · · , N.
In particular, for N = 1 (genus 2), the limit (8) (k1 →

0, ω1 → 0) with a non-zero band γ0 (i.e. α0 6= α0) cor-
responds to the breather limit of the corresponding two

phase nonlinear wave solution. The remaining wavenum-
ber and frequency k̃1 = O(1), ω̃1 = O(1) correspond to
the “carrier” wave of the TW breather (see Fig. 2). Mo-
tivated by these properties for N = 1 we shall call the
components kj , ωj of the wavenumber and the frequency
vectors k and ω the solitonic components and the com-
ponents k̃j , ω̃j—the carrier components.

It is instructive to characterize the limiting transitions
from the TW breather to the AB, KM and PS in terms
of appropriate limits of the fundamental wavenumber-
frequency set. This will enable us later to identify special
cases of a breather gas as, say, PS gas or AB gas. The
limiting transitions to standard breathers are achieved in
the following ways (assuming α0 6= α0):

TW→ AB : k1 → 0, ω1 → 0, ω̃1 → 0, k̃1 = O(1). (9)

TW→ KM : k1 → 0, ω1 → 0, ω̃1 = O(1), k̃1 → 0.
(10)

TW→ PS : k1 → 0, ω1 → 0, ω̃1 → 0, k̃1 → 0. (11)

The key role in our construction of a breather gas is
played by the nonlinear dispersion relations for finite-gap
NLS solutions. In the linear wave theory, dispersion rela-
tion connects the frequency of the linearised mode with
its wavenumber. For nonlinear waves, these relations are
more complicated, involving other parameters such the
mean, the amplitude etc. [? ].

One can show that the solitonic components (4) of the
wavenumber and frequency vectors of the finite-gap solu-
tion satisfy the matrix nonlinear dispersion relation (see
Appendix for the proof)

N∑

|m|=1

km=
∮

Bm

Pj(ζ)dζ

R(ζ)
= π<κj,1,

N∑

|m|=1

ωm=
∮

Bm

Pj(ζ)dζ

R(ζ)
= 2π<(κj,1

2N+1∑

k=1

<αk + κj,2),

|j| = 1, . . . , N, (12)

where

Pj(z) = κj,1z2N−1 + κj,2z2M−2 + · · ·+ κj,2N (13)

and κi,j are the coefficients of the normalized holomor-
phic differentials wj defined by:

wj = [Pj(z)/R(z)]dz,

∮

Ai

wj = δij , i, j = 1, . . . , N.

(14)
Similar matrix nonlinear dispersion relation exists for

the carrier components k̃n and ω̃n (5) of vectors k and
ω. As they do not play any role in the derivations of this
paper we don’t present them here. We also note that the

I Introduce

ηj =
1
2

(α2j+1 + α2j), δj =
1
2

(α2j − α2j+1), |j | = 1, . . . ,N,

ηj are the centres of the bands γj and 2|δj | the bandwidths.

I For the exceptional (Stokes) band γ0 we have δ0 = 1
2 (α1 − α−1).
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Three spectral scalings
Let N � 1 and assume:
I the band centres ηj are distributed along the curve Γ with some limiting

density ϕ(η) > 0, η ∈ Γ.
I |ηj − ηj+1| = O(1/N).

Options for the scaling of the spectral bandwidth |δj |:
(i) Exponential scaling (general):

|δj | ∼ e−Nτ(ηj ),

where τ(µ) is a smooth positive function on Γ.

(iii) Super-exponential scaling (“ideal gas”): for any a > 0

|δj | � e−aN

(ii) Sub-exponential scaling (“condensate”): for any a > 0

e−aN � |δj | � 1
N

For all three scalings: |gapj | = O(1/N) so |bandj |/|gapj | → 0 as N →∞:
soliton/breather gas limits
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Nonlinear dispersion relations for soliton gas

I Assume the exponential spectral scaling |δj | ∼ e−Nτ(ηj ) so that for N � 1
the spectrum is characterised by two positive functions: ϕ(η) and τ(η)

I Introduce the scaling for solitonic wavenumbers and frequencies:

kj =
κ(ηj)

N
, ωj =

ν(ηj)

N
, N � 1,

where κ(η), ν(η) = O(1) are continuous functions on Γ.

I Apply the limit N →∞ to the finite-gap nonlinear dispersion relations. For
soliton gas we obtain (equations for breather gas have similar structure):∫

Γ+

ln

∣∣∣∣µ− η̄µ− η

∣∣∣∣ u(µ)|dµ|+ σ(η)u(η) = π=η,

∫
Γ+

ln

∣∣∣∣µ− η̄µ− η

∣∣∣∣ v(µ)|dµ|+ σ(η)v(η) = 4π=η<η,

where
I u(η) = κ(η)ϕ(η) > 0 is the density of states,

I v(η) = ν(η)ϕ(η)—its temporal counterpart,

I σ(η) = 2τ(η)
ϕ(η)

≥ 0 is the “spectral signature” function.
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Ideal gas and soliton/breather condensate

Consider the balance of terms in nonlinear dispersion relations for soliton gas∫
Γ+

ln

∣∣∣∣µ− η̄µ− η

∣∣∣∣ u(µ)|dµ|+ σ(η)u(η) = π=η,

∫
Γ+

ln

∣∣∣∣µ− η̄µ− η

∣∣∣∣ v(µ)|dµ|+ σ(η)v(η) = 4π=η<η,

I u → 0, σ →∞, uσ = O(1): ideal gas of non-interacting solitons
(super-exponential spectral scaling); In this limit s(η) = −v/u = −4<η.

I σ(η)→ 0, u(η) = O(1): “soliton condensate” (sub-exponential scaling,
interactions dominate). Fully defined by the spectral locus curve Γ.
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Example: bound state soliton condensate
Bound states are N-soliton solutions, in which all solitons travel with the same
speed V ; w.l.o.g. V = 0.

I Γ = [−iq, iq]

I The nonlinear dispersion relations for a bound state soliton gas:

v(η) = 0, (1)

iq∫
−iq

ln

∣∣∣∣µ− η̄µ− η

∣∣∣∣ u(µ)(−idµ) + σ(η)u(η) = π=η (2)

I For the soliton condensate we have σ = 0 and Eq. (2) can be readily
solved (finite Hilbert transform):

uc(η) =
−iη

π
√
η2 + q2

, η ∈ (−iq, iq). (3)

Eq.(3) coincides with the normalised “Weyl” semi-classical distribution of
discrete spectrum in a rectangular barrier (box) potential of the hight q.

Watch out for tomorrow’s Pierre Suret talk on the bound state soliton
condensate and MI.
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Kinetic equation for soliton/breather gas
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Equation of state for breather (soliton) gas

Eliminating σ(η) from the nonlinear dispersion relations we obtain the equation
of state for breather (soliton) gas

s(η) = s0(η) +

∫
Γ+

∆(η, µ)[s(µ)− s(η)]u(µ)|dµ|,

where s(η) = −v(η)/u(η) is the “tracer” soliton (breather) velocity in a gas.

I For soliton gas:

s0(η) = 4<η; ∆(η, µ) =
1

π=η ln

∣∣∣∣µ− η̄µ− η

∣∣∣∣
I For breather gas:

s0(η) = <η + =η<R0(η)

=R0(η)
= sTW ,

∆(η, µ) =
1

π=R0η)

[
ln

∣∣∣∣µ− η̄µ− η

∣∣∣∣+ ln

∣∣∣∣R0(η)R0(µ) + ηµ− δ2
0

R0(η̄)R0(µ) + η̄µ− δ2
0

∣∣∣∣]

Here ∆(η, µ) is the position shift for the 2-soliton (2-breather) interaction.
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The criticality (condensation) condition revisited

The equation for the density of states of a breather (soliton) condensate can be
written as

∫
Γ+

∆(η, µ)u(µ)|dµ| = 1, (∗)

where ∆(η, µ) is the position shift in the breather-breather (soliton-soliton)
interactions, η, µ ∈ Γ+

I Integral (Fredholm 1st kind) equation for the critical density of states u(η)

I In the case of soliton gas can be solved for certain geometries of Γ+
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Kinetic equation

Consider a weakly non-homogeneous soliton/breather gas with u = u(η, x , t),
s = s(η, x , t). Then it can be shown that the density of states satisfies

ut + (us)x = 0

Adding the equation of state

s(η) = s0(η) +

∫
Γ+

∆(η, µ)[s(µ)− s(η)]u(µ)|dµ|,

we obtain the kinetic equation for breather (soliton) gas.

Remark In the general 2D (spectral) case we replace∫
Γ+

. . . |dµ| →
∫∫
Λ+

. . . dξdζ

where µ = ξ + iζ and Λ+ ∈ C+ is a 2D compact region.
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Remarks

I Another kinetic equation is obtained for the carrier wave wavumber

ũt + ũs̃ = 0; ũ(η, x , t) = Ũ[u(η, x , t)], s̃ = S̃ [u(η, x , t)]

I Velocity of a “trial” soliton/breather with η 6= Γ propagating through a
soliton (breather) gas with the density of states u(η)

s(η) =
s0(η)−

∫
Γ+ ∆(η, µ)u(µ)s(µ)|dµ|

1−
∫

Γ+ ∆(η, µ)u(µ)|dµ| .

I For a soliton with spectral parameter η propagating through the bound
state soliton condensate with Γ = [−iq, iq] we obtain:

s(η) = − 4=η<η
=
√
η2 + q2

.

— an experimentally verifiable quantity.
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Some explicit solutions of the kinetic equation

Watch out for the talk by Thibault Congy tomorrow
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Multi-component hydrodynamic reductions

Let

u(η, x , t) =
M∑
j=1

w j(x , t)δ(η − η(j)),

Then the kinetic equation becomes a system of quasilinear conservation laws

(w j)t + (w js j)x = 0, j = 1, . . . ,M

with closure conditions

s j = s j0 +
M∑

m=1,m 6=j

∆jmw
m(s j − sm), j = 1, 2, . . .M,

where s i (x , t) = s(η(j), x , t).

I Hyperbolic, linearly degenerate, integrable hydrodynamic type system
(El, Kamchatnov, Pavlov & Zykov, J. Nonlin. Sci 2011)
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Shock tube problem for breather/soliton gas
Consider the two-component reduction

(w j)t + (w js j)x = 0, j = 1, 2.

s1 = s1
0 +

∆12w
2(s1

0 − s2
0 )

1− (∆12w2 + ∆21w1)
, s2 = s2

0 −
∆21w

1(s1
0 − s2

0 )

1− (∆12w2 + ∆21w1)
.

with the “shock tube” initial conditions{
w1(x , 0) = w1

0 , w2(x , 0) = 0 , x < 0,

w2(x , 0) = w2
0 , w1(x , 0) = 0, x > 0,

Assume s1
0 > s2

0 > 0

Macroscopic dynamics of incoherent soliton ensembles

f
0
= 0.048; η

1
= 0.65; η

0
= 0.30

t = 0
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Fig. 1: (Colour online) Comparison for the propagation of a
free soliton with η1 = 0.65 in a void (black dashed line) with
the propagation of the trial soliton with the same spectral pa-
rameter (red solid line) through a soliton gas with the dominant
spectral component η0 = 0.3 and density f0 = 0.048. One can
see that the trial soliton gets accelerated due to the interactions
with smaller solitons in the gas.

to the gas density:

w(x, 0) =
M∑

i=1

2η2i sech2 (ηi[x− (ℓ+ i∆0 + ǫi)]) . (25)

The parameters ℓ and ǫi are, respectively, the starting
point of the random lattice and a random (uniform) per-
tubation to the i-th soliton position, taken in the interval
ǫi ∈ (−1, 1). So that, in order to increase (or decrease) the
density κ0, it is only required to change the value of ∆0.
With an added trial η1-soliton the initial-boundary con-

ditions for the KdV equation (1) assume the form

u(x, 0) = 2η21sech
2(η1x) + w(x, 0),

u(x+ 2L, t) = u(x, t).
(26)

The snapshots of the trial soliton evolution are shown in
fig. 1. One can see that the trial soliton undergoes a notice-
able acceleration as predicted by the theory. The quanti-
tative comparisons of the numerically found values for the
averaged speed of the trial soliton with the formula (9) are
shown in fig. 2(a), (b) for two different sets of parameters
of the soliton gas. The comparisons in fig. 2(a), (b) show
excellent agreement between the results of direct numeri-
cal simulations and the predictions of the kinetic theory.
In all simulations the condition (6) restricting the soliton
gas density (see [20]) is satisfied.

Test 2: Soliton gas shock tube problem. Following the
strategy proposed in the previous section, we build the
initial condition as a superposition of two distinct popu-
lations of solitons separated at t = 0 by an empty gap, so
that u(x, 0) = w1(x, 0) + w2(x, 0). As in the pevious case
the amplitudes 2η2 of the two gas components (w1(x, 0)
and w2(x, 0)) are specified by the Gaussian random values
distributed with the means η1 and η2 and standard devi-
ations σ1 = 10−4 and σ2 = 2× 10−2, respectively. Again,
the respective densities f10 and f20 can be easily changed
by tuning the parameters ∆1 and ∆2. The numerical so-
lution of the KdV equation with this initial condition is
presented in fig. 3. We now perform the comparison of the
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Fig. 2: (Colour online) (a), (b): comparison of the kinetic the-
ory prediction (9) for the average speed of a large trial soliton
propagating through a one-component soliton gas with the re-
sults of direct numerical simulations of the KdV soliton gas;
(c), (d): comparisons for the shock tube problem: the speeds
c± of the edges of the interaction region.
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Fig. 3: (Colour online) Soliton gas shock tube problem: numer-
ical solution of the KdV equation. The expanding incoherent
DSW region due to the interaction of two cold soliton gases is
shown in blue.

parameters of this numerical solution with the weak ana-
lytical solution (20) of the soliton gas shock tube problem.
Specifically, we are interested in comparing the total den-
sity of solitons κc = f1c+f2c in the interaction (incoherent
DSW) region and in the velocities c± of its edges.
The comparisons for the velocities of the edges of

the interaction region (incoherent DSW) is presented in
fig. 2(c), (d) and demonstrate an excellent agreement be-
tween the analytical and numerical results.
The comparison for the total density as a function of

time in the interaction region is presented in fig. 4(a), (b).
One can see three distinct regions in these plots. The value
of the total density is initially equal to the sum f10 + f20
of the component densities and then decreases through
the equilibration process to the stationary value κc (high-
lighted in both plots (a) and (b)) which is in excellent
agreement with the predictions of the theory based on

30003-p5

Numerical sumulations of the soliton gas shock tube problem (KdV)
(Carbone, El and Dutykh, EPL 2016)
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Shock tube problem: weak solution

The weak solution for w1 and w2 has a piecewise constant form:

w1(x , t) =


w1

0 , x < c−t,

w1
c , c−t < x < c+t,

0, x > c+t.

(1)

w2(x , t) =


0, x < c−t,

w2
c , c−t < x < c+t,

w2
0 , x > c+t.

where

w1
c =

w1
0 (1−∆21w

2
0 )

1−∆12∆21w1
0w

2
0
, w2

c =
w2

0 (1−∆12w
1
0 )

1−∆12∆21w1
0w

2
0
,

c− = s2
0 −

(s1
0 − s2

0 )∆12w
1
c

1− (∆12w1
c + ∆21w2

c )
, c+ = s1

0 +
(s1

0 − s2
0 )∆21w

2
c

1− (∆12w1
c + ∆21w2

c )
.
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Conclusions

I Nonlinear dispersion relations and kinetic equations are derived for
soliton and breather gases of the focusing NLS equation;

I The spectral scaling plays crucial role in the balance of terms in the
nolinear dispersion relations

I Sub-exponential scaling corresponds to a soliton/breather condensate
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